**Experiment 11**

**AIM:** Perform an experiment for finding frequent item sets, confidence and support using

association rules of mining.

**THEORY:**

Apriori algorithm was given by R. Agrawal and R. Srikant in 1994 for finding frequent itemsets in a dataset for boolean association rule. Name of the algorithm is Apriori because it uses prior knowledge of frequent itemset properties. We apply an iterative approach or level-wise search where k-frequent itemsets are used to find k+1 itemsets.

To improve the efficiency of level-wise generation of frequent itemsets, an important property is used called Apriori property which helps by reducing the search space.

**Apriori Property –**

All non-empty subsets of frequent itemset must be frequent. The key concept of Apriori algorithm is its anti-monotonicity of support measure. Apriori assumes that

*All subsets of a frequent itemset must be frequent(Apriori property).*

*If an itemset is infrequent, all its supersets will be infrequent.*

**PROCEDURE:**

Consider the following dataset and we will find frequent itemsets and generate association rules for them.
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*minimum support count is 2*

*minimum confidence is 60%*

**Step-1:** K=1

(I) Create a table containing support count of each item present in dataset – Called C1(candidate set)
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(II) compare candidate set item’s support count with minimum support count(here min\_support=2 if support\_count of candidate set items is less than min\_support then remove those items). This gives us itemset L1.
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**Step-2: K=2**

Generate candidate set C2 using L1 (this is called join step). Condition of joining Lk-1 and Lk-1 is that it should have (K-2) elements in common.

Check all subsets of an itemset are frequent or not and if not frequent remove that itemset.(Example subset of{I1, I2} are {I1}, {I2} they are frequent.Check for each itemset)

Now find the support count of these itemsets by searching in the dataset.
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(II) compare candidate (C2) support count with minimum support count(here min\_support=2 if support\_count of candidate set item is less than min\_support then remove those items) this gives us itemset L2.

**![](data:image/png;base64,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)**

**Step-3:**

* Generate candidate set C3 using L2 (join step). Condition of joining Lk-1 and Lk-1 is that it should have (K-2) elements in common. So here, for L2, first element should match.So itemset generated by joining L2 is {I1, I2, I3}{I1, I2, I5}{I1, I3, i5}{I2, I3, I4}{I2, I4, I5}{I2, I3, I5}
* Check if all subsets of these itemsets are frequent or not and if not, then remove that itemset.(Here subset of {I1, I2, I3} are {I1, I2},{I2, I3},{I1, I3} which are frequent. For {I2, I3, I4}, the subset {I3, I4} is not frequent so remove it. Similarly check for every itemset)
* find the support count of these remaining itemset by searching in the dataset.
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(II) Compare candidate (C3) support count with minimum support count(here min\_support=2 if support\_count of candidate set item is less than min\_support then remove those items) this gives us itemset L3.
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**Step-4:**

* Generate candidate set C4 using L3 (join step). Condition of joining Lk-1 and Lk-1 (K=4) is that they should have (K-2) elements in common. So here, for L3, first 2 elements (items) should match.
* Check if all subsets of these itemsets are frequent or not (Here the itemset formed by joining L3 is {I1, I2, I3, I5} so its subset contains {I1, I3, I5}, which is not frequent). So no itemset in C4
* We stop here because no frequent itemsets are found further

Thus, we have discovered all the frequent item-sets.

Now generation of strong association rule comes into picture. For that we need to calculate the confidence of each rule.

**Confidence –**

A confidence of 60% means that 60% of the customers, who purchased milk and bread also bought butter.

So here, by taking an example of any frequent itemset, we will show the rule generation.

Itemset {I1, I2, I3} //from L3

SO rules can be

* [I1^I2]=>[I3] //confidence = sup(I1^I2^I3)/sup(I1^I2) = =50%
* [I1^I3]=>[I2] //confidence = sup(I1^I2^I3)/sup(I1^I3) ==50%
* [I2^I3]=>[I1] //confidence = sup(I1^I2^I3)/sup(I2^I3) ==50%
* [I1]=>[I2^I3] //confidence = sup(I1^I2^I3)/sup(I1) ==33%
* [I2]=>[I1^I3] //confidence = sup(I1^I2^I3)/sup(I2) = =28%
* [I3]=>[I1^I2] //confidence = sup(I1^I2^I3)/sup(I3) ==33%

So if minimum confidence is 50%, then the first 3 rules can be considered as strong association rules.

**CONCLUSION:**

Apriori Algorithms can be slow. The main limitation is time required to hold a vast number of candidate sets with frequent itemsets, low minimum support or large itemsets i.e. it is not an efficient approach for a large number of datasets. For example, if there are from frequent 1- itemsets, it needs to generate more than candidates into 2-lengths which in turn they will be tested and accumulate. Furthermore, to detect frequent patterns in size 100 i.e. , it has to generate candidate itemsets that yield on costly and wasting of time of candidate generation. So, it will check for many sets from candidate itemsets, also it will scan the database many times repeatedly for finding candidate itemsets. Apriori will be very low and inefficiency when memory capacity is limited with large number of transactions